Direct methods for solving linear systems:

Linear systems of equations are associated with many
problems in engineering and science, as well as with
applications of mathematics to the social sciences.

Direct techniques are considered to solve the
linear system:

811X tap Xp+ -+ n Xy =Dy
azll X1-|—8.2_2 X2 —I—---+a2.n Xn :b2

Adnq X tapp Xy +---+azp Xy :bn




for Xgr Xpree Xngiven the ai.j for each (i,)=1,2,...,n)
directtechniques are methods that give an answer in a
fixed number of steps subject only to rounding errors.

Linear systems of equations:
Exam ple(l) . Consider the four equations

X, +X,+3X, =4 —> (1)
2X, + X, — X3 +X,=1— (2)

3X, — X, — X3 +2X, = -3 — (3)
— X, +2X, +3X; — X, =4 — (4)



Will be solved for the unknowns X;» X, Xs»and X, the first
step is to use equation (1) to eliminate the unknown X;
from equations. (2),(3), and (4) by performing (2)-
2(1),(3)-3(1), and (4)+(1) the resulting system is

X, + X, +3X, =4 > (1Y)
— X, — X, —5%X, =—7 > (2')
—4X, — X, —TX, =—15— (3")

3X, +3X, +2X, =8 > (4')



Where the new equations are labeled (1'),(2"),(3"),(4") in
this system (2') is used to eliminate X, from (3'),and (4')

by the operations (3') — 4( 2\) and (4\) o 3(2\) resulting in
the system

X, + X, +3X, =4

— X, — X, —9X, =—/

33X, +13%, =13

—13x, =-13



The system now in reduced form and can eaS|Iy be iolved for the unknowns by
a backward substitution process noting that X,

the solution is therefore

X,=-1,%X,=2,X,=0,and x, =1

Definition:

An (mxn) matrix is a rectangular array of elements with n rows and m columns
In which not only is the value of an element important but also its position in the
array.

(all'“aln \

Kanl anm)

An (n+1)* n matrix can be used to represent the linear system.



dq X+, X, +---+ Q) X, :bl
dyy Xy +ay, X, +---+a,, X, :bz

an.l X1+an.2 X2 +°“+an.n Xn :bn

a8, a, | b,

a,.a,, -a b
by first constructing A= :2'1 “  *land b= :2

_an.l R a'n.n_ _bn_

and then combining these matrices to form the augmented matrix:

8,8, 8, b
dyq Ay, ooty bz

dpq Aoq oA b2



Where the broken line is used to separate the coefficients of

the unknowns from the values on the right-hand side of the
equations.

Now, repeating the operations involved in Example(1): In

considering first the augmented matrix associated with the
system

11 0 3
2 1 -1 1 [1
3-1 -1 2|-3
-1 2 3 -14




Performing the operations associated with (2) -2(1), (3) -3(1)
and (4) +(1) is accomplished by manipulating the respective

rows of the augmented matrix * which becomes

1 1 0 3|4
0 -1 -1 -5|-7
0 -4 -1 -7|-15
0 3 3 2|8

the matrix

Performing the final manipulation results in the augmented
matrix



1 1 0 34
0O -1 -1 5|7
0O 0 3 1313

0O 0 0 -13|-13

This matrix can now be transformed into its correspond linear
system and solutions for a(xl, X1 X3, X, ) obtained

the procedure involved in this process is called
(Gaussian elimination with backward substitution.)

1)Gaussian Elimination:
The general form applied to the linear system




A=[Ab]=

A X+, X+ +a, X, :bl
Ay X+, Xy, -+, X, :bz

an.l X1+an.2 X2+“'+an.n Xn N n

Ay Ap o Qg (1
Adyq 8y, st Ay @y

_an.l Ay Ay an.n+1_
the resulting matrix will be

al.l a1.2 al.n al.n+1
0 Ayp ot Ay (1o g

g0
I

0 --- 0 a a4

n.n



The backward substitution can be performed solving the (nt")
equation for (X))

gives X = a'n,n+1
’ an,n
solving the (n-1)st equation for (Xn_l) and using (Xn)yields

I (an—l,n+1 + an—1,an )_

an -1,n-1

Xn—l m

and continuing this process we obtain

n
[ai,nﬂ Zai,j ij
Ainer — Qi Xy — Qg X @ Xy j=i+l

d. a.

1,1 1,1

X. =

foreach (i=n-1,n-2,---,21)



Example: solve the linear system using the elimination method:

Xp+ X, + X3+ X, =7

X, + X, +2 X, =8

2X, +2X, +3X; =10

— X — X, —2X,+2 X, =0

1 1 1 1|7 ] 111 1|7 111

1 1 0 28 0 0-1 11 0 0-1
A=[ADb]= - -

2 2 3 010 |0 0 1-2-4| |0 0 1

-1 -1-2 20| [0 0-1 37 | |0 0 O
Performing backward substitution

X, =3,%, —2X,=—4, ..%=2 (x,) arbitrary and
X, =—2—X, there is no unique solution.




=xample: solve the linear system using the elimination method:
X, — X, +3X; =2

X, +X, =3

Solution: Row interchange necessary:
1 -1 3|2 1 -1 3|2

~A=[Ab]l=[1 1 03 |=|0 2 -3 X, = — = 0.875.
3 -3 4-1| [0 0 -8-7

2X2_3X3:1 , . X, =1.18125.
X, — X, +3X, =2 .. X, =1.1875.

NOLe: the difficulty of Gaussian method is that some time you have to
Interchange rows and some times you will not have a unique answer to the

solution.




2)Direct Factorization Methods:

In the Gaussian elimination method, the system was
reduced to a triangular form and then solved by back
substitution. It Is much easier to solve triangular systems, let
us exploit this idea and assume that a given (N*N) matrix (A)
can be written as a product of two matrices (L) and (U) so

that A=LU — (1)

where L is an NxN lower- triangular matrix and U is an (NxN)
upper-triangular matrix. The factorization in (1) is called an
LU decomposition of A. then Ax=Db is equivalent



To LUx=D.further L(UX) =b decomposes into two
triangular systems Ux =y and Ly = b both systems are
triangular and therefore easy to solve. What we need is a
procedure to generate factorization.

Theorem:

Let A be an NxN matrix. If det (A )#0 for K=1,2,...,N -1
(Gaussian elimination can be carried out without row
Interchanges). Then there exists a unique lower-triangular
matrix L with | —




and a unique upper-triangular matrix U such that LU = A
so, far we used l; =1 in L. if we require L and U to be lower
and upper-triangular matrices then we can select L and U in
many ways. Let us consider a 4x4 matrix

8, @, &, 8,
a a a a
A: 2.1 2.2 2.3 2.4 - 2
8y, @y, 8y 8y, (2)
_a4.1 a4.2 a4.3 a4.4_
1, 000 ]

Then the factors of A are given by (assuming it is factorable) L=




U, U, Us Uy,

0 u, u.,u
a.nd U p 2.2 2.3 2.4 _) (4)
00 Us3 Usy

_O 0 0 u,

We have 16 Known elements for A in equation (2) and 20
unknowns for L and U in equations (3) and (4). For a unigue
solution of a system having 20 unknowns, we need 20
equations while we have 16 equations since LU = A . Sowe
specify four additional conditions on the unknowns in the
following well-known ways:

1) Crouts method: let U =U,,=Us3=U,,=1
2)Doolittle's method: let 11 =loo=hs =lis =1




Now, let us consider crouts method. In this method we want

al.l a1.2 a1.3 a‘1.4 Il.l O 0 O _l u1.2 u1.3 u1.4
a2.1 a2.2 a2.3 a2.4 - |2.1 I2.2 O O 0 1 u2.3 u2.4
a'3.1 a'3.2 a3.3 a'3.4 |3.1 I3.2 |3.3 O O O 1 u3.4
_a4.1 a4.2 a4.3 a4.4 g _|4.1 |4.2 |4.3 I4.4 i _O O 0 1 _
_Il.l I1.1ul.2 |1.1u1.3 Il.l 14 /
. |2.1 I2.lu1.2 T |2.2 I2.1u1.3 T |2.2u2.3 I2.1ul.4 T I2.2u2.4 (5)
L3.1 I3.1ul.2 T |3.2 |3.1u1.3 T |3.2u2.3 T |3.3 I3.1ul.4 T |3.2u2.4 T |3.3u3.4
_L4.1 I4.1u1.2 T |4.2 I4.1u1.3 T |4.2u2.3 T I4.3 I4.1ul.4 T I4.2uZ.4 T |4.3u3.4 T I4.4_

Comparing each element of the first column and first row equation (5) we get :

a. .
,=a, for i=123and4 u,, =% for j=2,3 and 4

1.1
Comparing the last three elements of the second column

L, =-l.,u,+a, for 1=23and4



Comparing the last two elements of the second row

I2.1ul.3 + |2.2u2.3 =da,; and |, u,, +1,,u,, =a,, therefore

uz 1 |2.1u1.i

U, =— For 1=34

|2.2

The comparison of the last two elements of the third row yields

|3_1U1.3 + |3_2U2_3 —+ |3.3 = a3_3 and |4.1u1.3 T I4.2“2.3 + |4.3 = a3

therefore  lig =a3—l;U ;1 U,5 TOr 1=34
The comparison of the last element of the third row yields

a3.4 _ |3.1u1.4 + |3.2u2.4

l"13.4 IR

|3.3

Similarly , the last element of the Fourth column.



yields—\,, =a,,—-1,,u,-1,,u,, —1,5U,,
In general: for K=1,2,...,N. the elements of the decomposition matrices L and U of an

NXN matrix A are given by:

Uy =
k-1

=y =Y LUy fori=kk+L-- N

m=1
1 = :
Uy :I—{akj —Zl . umj} for j=k+1k+2,..,N
kk m=

similarly, for K=1,2,...,N the elements of the decomposition matrices L and U

of an NxN matrix A by the Doolittle methods are given by .

l, =1

k-1
Ug =8 — ) Uy for j=kk+1..,N
m=1

T
e =—| @y =Y Ll | for i=k,k+Lk+2,..,N
o =1 i




The solution of the system of equations I—y e b IS given by
1 -1 ]
=—|b->1Ly fori=12,...,N
I” { | ; 1 yl}

and the solution of the system of equation Ux=y

isgivenby X =— Zuux fori=N,N-1--1

uii j=i+1

Example: using the Crout factorization method, solve

AX, +2X, +3Xy =1
2% —4X, — %X, =1
— X + X, +4X;, =-9



First let us find L and U such that
4 2 3] (I, 0 O]/1 u, u.,|
A=|2 -4 1|=|l,, I,, O 0O 1 u,,
-1 1 4_ _|3.1 |3.2 |3.3_ _O 0 1

Il.l |1.1u1.2 Il.lu1.3

|2.1 I2.lul.2 + |2.2 |2.1ul.3 + |2.2u2.3

|3.1 |3.1u1.2 + |3.2 |3.1ul.3 + |3.2u2.3 + |3.3_

K I1.1 — I2.1 =2, |3.1 =-1 I1.1u1.2 =2

N
W

SoUp, = Z’ I1.1u1.3 =3 .. U =—, |2.1u1.3 + I—2.2uz.3 =-1

= 2U,, +1,,u,, =-1 :>2i31+l22 U,,=-1 =1,,u,, =-1-

putl, u,, +l,, =4 =+1+1,,=-+4



-5 Hh 1

,,=5= .-bu,,=—=. U,=—==
2.2 2.3 2.3 10 2
-~ _ B ‘_1 1 E_

4 2 3 4 0 0 2 4
A=|2 —4 -1 =2—5001%
11 4] |13 4]0 11

wewanttosolve Ax=b=L(UX) Let Ux=Y.

Then we have

4 0 O Y, 7
Ly=b =|2 -5 0fvy,|=]|1

_1 E 4 _y3_ _5
2

N~

solving we get VA




Now we have to solve UX = y

L= (T

VN

2
1
0

O
O







Iterative Methods For Systems of Equations:

1) The Jacobi Method:
Consider a linear System Ax=Db given by

Ay X T, X, +-o a8y Xy :bl
&, X +a,,X, + 8, Xy =D,

Ap X Ty Xy o+ Ay Xy = bN

Solve the first equation for X1 the Second equation for X2 and So forth.

then



1
X, = (bl_al.zxz_"'_al.NXN)
a,
1
X, = (bz — 8, X =~ A, Xy )
a,,
1
XN= (bN _aN.lxl_”'_aN.N—lxN—l)
Ay N

The System Can be Written as

N
i bi—Zaij Xj fori:1,2,3,---,N...(1)
N |

Xj =
a'||

Provided a; #0

The entire Sequence of Jacobi iterates is defined from (1) as



1 A e
X, :a_”(bi_;a” Xj]for|=1,2,3,---,N and k=012... (2)

equation (2) is easy to program for Computation
It Is useful to Write equation (2) in matrix-Vector notation

To study the convergence of the Jacobhi Method

a, , a, ) (0 O 0)
Let A=|: . : |=|la,, 0 - 0
\aNl aN.N) \aNl O/

+(0 . 0|+/0 0 a,,|=L+D+U




Where L.D. and U are the Strictly lower, diagonal

And Strictly upper triangular parts of A

The equation AX =D ,whichis (|_-|- D-|-U))(:b

Can be written as

Dx=—(L+U)x+Db

This reduces to

Xx=-D"(L+U)x+D™b

And sequence of iterates is given by

x*D =_pYL+U)x® + Db for K =01

EXAMPLE:

Solvex, +10 x, =11

8X, + X, =9

3)



Using (1) Jacobi method

(2) Express the System in the forms of
equation (3) ?

Solution:

Solving the first equation for X; and the Second for X, Yyields
X, =11-10 X,
X, =9-8 X,
(1) the Jacobi iterates

x“Y=11-10x"% and x“?=9-8x"“ k=01,

Letx,” = 0and x, = 0then

We have

x" =11-10x,” =11, for K =1

X, =9-8x" =9, for K =1




K X, X,

0 0 0

1 11 9

2 -79.0 | -79.0
3 801.0 | 641.0
4 | —6399 |—6399
5 64.001| 51.201




Not Converging
(i) We have

e S 3 Do
oy

— xY) = +U)x® + D

e/

x )0 (L 0Y0 10Yx ) (1 0Y1l) (0 10Yx ) (1L
= — -|- —_ _|_
X, 0 1)8 0 \x,/ (0 1)9 8 0 x,) \9
Our Next question is to determine the Condition for Which the Sequence will
Converges to the Solution of a system.

We need to know first of all:




N
i =D+ o+ P = 2 x|
<

N
i 2 2 2 2
X, = X2+ X2 4+ X5 \/E X
=1

xx:maxﬁxl\,\xz\,---,\N\}:max X;|
e.g
Find |A], A and |, i

1 2 3
A=|13 4 5

5 6 7

|, = max il + 3+ 5|2 + 14| +[6],[3+[5[ + 7} = max {91215} =15



Theorem:

Let A be a strictly diagonally dominant matrix.
Then the Jacobi and Gauss-Seidel iterations Converge to the unique
solution of AX = b for any X"

Definition: g
Ais S.D.D. if \ai\>z ‘aij‘ 1=12,....,N
e.g =
(5 -1 —2)
A=[1-3 0
1 2 10

5>--1+|-2/=3 , -3-[+|0]=1, 10>[1+|2=3



Convergence of the Jacobi Methods:
for Jacobi to converge

B] <[D™*(L+U)| (2
Where B=-D*(L +U)

l.e the eignvalues /Ii <1

and , always we have to assume value for the vector x” for i=12....

EXAMPLE: consider the linear System:

— 2X, + X, =5 2
X; —2X, + X3 =0
X, —2X; =—3



Th
21 0)Y (000 (-2 0 0)(010)

A=| 1 -2 1|=|1 0 0|+| 0 -2 0[+|0 0 1
L 01 -2){010)l0o0-2){000

The Jacobi matrix is /

\
0 = 0
2
B, =-DL+U)=|Z 0 =
2 2
0 = 0
2
To find the eignvalues
(A 0 0)

Let Al=[0 4 O
0 Gy




:>Bj—,1|:




( \ ( \
__Klolo__K —Eoo__
X, (K+1) 1 ? , X, (K) 2 4 _9
X, =— 0 —|x,| +4] O0-—= 0fO0
X 2 : X 5 3
| 3 ] |3 I
0 E 0 00 1
. 2 ) \ 2
Assuming Xl(o) = Xéo) = Xéo) =0
K X XSO X
0 0 0 | 0 - > _1
1 4’ 2 2’ 3 4
i, it 0 | 15 4 _
5 1 125 | 15 this 1s the exact solution
5 1.9375 1.875 | 2.4375
10 2.17188| 2.42188| 2.67188
30 2.24992| 2.49992| 2.74992



To work an Inverse matrix using ad-joint method:

1 2 1)
4 1 0

12 3,

2 3

4 0
1 3

4 1
1 2

Ax=| -

\ ‘

AA* = A* A=-14]

[ &
14
12
14
I

. 14

2 3

(1ol 2 1 P2 1)
1 0

1 3
1 2
1 2

1 1 |11
4 0

(3 -4 -1
~12 2 4

1 T-I
4 1)

/7 0 -7



2) Gauss- Sidel Method:

We rewrite equation (1) as

{b IZa X —ia x]-(4)fori:1,2, ........... N

j=1 j=i+1

provided &;; #0
from the above equation (4) the Gauss-Seidel iteration Sequence can be

defined as

XI(K+1 |: Z a X (K+1) Z a X :|
|

J=1+1

fori=12,........... N and k=012,..

and given Xi(O)



Each updated component Xi(K+1)
Is used in the calculation of the next Component and therefore, for computer

calculation, the new value can be immediately stored at the location where the old
value was stored this reduces the number of necessary locations

Equation (5) Can be written as

(K+1) (K)
allxl — bl S a.12 X2 ~ Loooooo Ny a.lN N

(K+1) (K+1) (K) (K)
a2.1X1 + az.z Xz p bz _ a2.3 X3 4 aZ.N XN



In matrix notation:

(D+L)x* =p-U x"

ie. x Y —_(D+L)*U x"“+((D+L)"b

solve

X, +10x, =11
8X, +X, =9

X
( '
A 0 0 \ (K+1)
a, a, -~ 0 |%. |=
21 %22 .| T
\An1 Gy o aN.N) (K+1)
XN

0 0

0 0

/O a1.2

a1.N \
aZ.N

y (K)

y (K)

y (K)




Using
(i) the Gauss-Seidel Method
(i) Express the System in the form of * equation

Solution:
The Gauss Seidel iterations are given by

X, =11-10x," for K =071,
(K”) =9-8x, *VforK =01..

Let x©@ — x@ — 0
Then for K=0

=11-10x,"” =11
X, =9-8x® =9-88=-79



K Xl(k) XZ(K)
0/ O 0

1| 11 —79

2 | 801 | —6399
3 64.001 |-511.99
It Is diverging.

Convergence of the Gauss-Seidel Method

For Convergence
|B|=(D+L)"U|<1
1.e. The eiganvalues 4. <1.
Where B=—(D +L)"U.

We always have to assume values for Xéo) for 1= 1,2, .......



EXAMPLE: Consider the linear System.
— 22X, + X, — — 2

X; —2X, + X3 =0
X, —2Xy; =—3

Solution in this case

(<2 1 0) (0 0 0y (-2 0 0) (0 1 O
1 -2 1(={1 0 0|+| 0 -2 0|+|0 0 1
L0 1-2) (010) |0 0-2) (0 0 O




e N\
o AN 4 |<

—A N [T |00

o o o
— _/

—

o

ORI
0 0 0,

o

g N\
) o — | N

o AN 4|

—A|N AT |00
N— _/

B=—(D+L)"U =

(A 0 0)

0 0 2,




2
det (B— A1) =1 (sz £ =_,1[/12_§,1+i_i}
4 16 4”16 16

=

1
321:0,,12 =0, 1, :E
€. ﬂ/i -1 It Converges
X" = _(D+L)'Ux™ +(D+L)"'b
( )
0 u 0 e 0 O
(x. \ K 2 ) 2
1 1 1| i, il
X2 — O M )(2 Nl
4 2 4 2
Xz 0 1 1 N%s 1 1 1
8 4 8 4 2




Assuming Xl(o) = XEO) = Xéo) =0

K| x{* PR

0 O 0 0

1] 1 0.5 1.75

2 | 1.25 1.5 2.25

5 12.125 2.375 | 2.6875
10| 2.24609| 2.49609, 2.74805




Approximation Theory:
Discrete Least — Squares approximation :

So far we discussed the techniques to compute X of a given linear

System AX=D where Ais a Square matrix. If A is nonsingular,
then there exists a unique solution. In this section, we turn our

attention to a system of m equations in n unknowns where M # N

Thus if A has m rows and n columns, then X is a vector with n
components and b is a vector with m components. If m>n. then we
have more equations than unknowns. Such systems are usually over
determined.

Over determined systems do arise in practice and need to be solved.



Let us have

a, +11a, =20 , a,+19a =26
a,+13a, =21 , a,+233 =32
a,+17/a, =24 |, a,+27a, =34

l.e.

11
13
17
19
23

27 )

(20
21
24
20
32

(34 )



One possibility is to determine d; , and A from apart of equation (1)

by ignoring the rest. However Since the data comes from the same source. It is
difficult to know which equations contain large errors.

Thus we can not Justify determining d, and a1 from apart of equation (1) by
ignoring the rest.

It seems reasonable to choose 8y and &, Such that the average error
In these six equations is minimum.

There are many ways to define this average error.

But the most convenient and often used is the sum of squares.

E?=(20-a,-11a,)° +(21-a,-13a, )’ +(24—a, -17a,)°
+(26-a, -1a, ) +(32—-a, —23a,)* +(34+a, —27a,)°



Consider a System

A Xy F A LXK F e, +a, X, =D,
Ay Xy +3,,X, + e, +a, X, =b,
am.lxl + am.2 X2 T + a‘m.n Xn . bm.

Where A i1Is mxn and m>n. define the vector
r=b— Ax.

B n n n

1= =1 i=1
\
=[r,r,,....r |
Then
2 2 2 2
=7 = [ r +r



E’=(b-Ax) (b—Ax)
:(bl_all Xp =8y Xy —-— 4y, Xn)2
+(b2 —dy Xy —dy, Xy~ —dy, Xn)2

2
+°”+(bm_am1 Xy —Qpp Xy — - —ap, Xn)

m2

We wish to find X € Rfor which E? is minimum
Which is called a least square solution of AX=D. E?is minwhere

1T )= g =0

- \
Sincerr=r’+r,+---+r.

m

2 (r\r): g (r12+r22+---+rrf,)

OX, OX,
= 2r, ﬂ+2r2 %+---+2rm o
OX, OX, rx,

:_2r1 a11_2r2 5‘21"'_2r a



o, Al
It can be shown that P (rr)=-23 1 g i (@)
X -_
J 1=1
Substituting equation (2) in (1) gives

Zm: N, =Zm: a;; =0 for j=12,---,n
i=1 =1

A, Qd, - Apyg -r 3 0
1

In other words dy; Ay, 0 Ay - 0
rm

a1.x a2.n am.n_ Ny _O_

\
The system of equationis A =0 (3)

Substituting r =b— AXx in equation
3)weget A'(b—Ax)=0
A" AX=A'b

which is called a normal equation




Many times an over determined system arises
when we try to find a, and al such that y=a,+a, x Is
the least squares to fit to the of data given in table.

X:X]. X2 X3 . XN
Y=Y Y. Y3 - Y

For each pair (Xi, yi) the equation
Yi=% T % should hold.
1% -
therefore L X% {ao} _| ¥
; 3, :
R Y




The normal equation: A Ax=ADb reduces to

Xy

{1 1 - 1 }1 X, {ao}_r s 1 Hyl}
X X, Xy || a, X X, SHIRAY

1 Xy |
Which can be simplifies to

N

- { s
D X ixzi E X; Y,
i 1= =1

— (4)

A'A in equation (4) is symmetric solving equation (4) for 3 and &



ARy
Mo (B)E)

Example:

Using the least squares method find the linear polynomial that fits the
following data:

x -1 0 1

y, -3 -1 2



Solution: Y=&+aX

N2 X _{ao}_zyi _
_in Z Xi2_ & —_in Yi |
EREary = -2 |
0 2fla ] [5_
3a, =2 aoz_?z , 28, =5 .'.alz%
2.5,
3 2
Example:
The experimental data points given below indicate a curve having the form
ax X, 1 2 3

Y T i x RN 15



Determine the least square fit of this of function to the data ?

a X

b+x
yb+yx=ax

3 2.1665 |

21665 1.6942

3.8333

12,6384



Example: The experimental data points given below
Indicate a curve having the form:
X 2 X. 1 2 3

S b
/= y 2102 8223 35.074

Determine the least square fit of this function to the data?
Solution:

1
Y LyerigP et 7z-=2
X a X

1 : ;
/ =—W+e where w=xe

a

b

Z, =a,+a, W where a, =e”,a, =~

a



Xi yi i Wi Wgz Wi Zi
1 2.102 2.102 2.718 7388 5.7132
2 8.223 4,112 14.778 218.389 60.767
3 35.074 | 11.691 | 60.257 | 3630.906 | 704.965
N > w, 1ra _Zz g
2w 2wl ] [ D zw
N 77.753 |la,| [17.905
| [7.7153 3856.683 || a, | | 770.945]
b=Ina, =In(1.649)=05 ,and a= ) 6.00

a, 0.167




We could use a polynomial of degree M given by

P,(X)=a, +aXx+-+a, x" (1)

Where the coefficient ao’a yreees ’aM

are to be determined to fit a given set of data points

(Xl’ yl)’(XZ’ yZ)’”"(XN YN )
Since each pair (Xi , Y, ) satisfies equation (1) we get

- 1 a
1 ox, X x| Vi
a y
1 X, X | D D IR (2)
1 X, X5 o0 X\
- "8 ] LYn_




The least squares solution of (2) is given by

Y1

A'Aa=Ab * , b= :yz

Yn

Example:

Fit the data below with the least squares polynomial of degree two

. 0 0.25 0.5 0.75 1.00

y. 1 1284 1.6487 2.1170 2.7183

Solution: A ' Aa=Ab

the polynomial is
2

y=a, ta*ta. X



1 0 0
1 1 1 1 1]|1 0.25 0.0625| a,
0 025 05 075 1|1 05 0.25 |la
|0 0.0625 0.25 0.5625 1||1 0.75 0.5625|| a,

1 1 1

- e
1 1 1 1 1 ]|1.284
=10 025 05 0.75 1]/1.6487
10 0.0625 0.25 0.5625 1| 2.117

12.7183 |

5 25 1.8750[a,] [8.768
25 1875 15625/ a, |=|5.4514
1.875 1.5625 1.3828 ||a, | |4.4015




a8, +25a +1.8/5a, =8.768
2.5a, +1.875a +1.5625a,=>5.4514
1.875a, +1.5625a, +1.3828a, =4.4015

a —1.0052, a —08641 a,=0.8437
The polynomialsis Yy = a, + a,X + 4, X2
—1.0052 + 0.8641x + 0.8437 x*

Home work:

1) using the least squares method, find the linear polynomials that fits
the following data. x 2 3 4

i 2 % U
2) Using the least squares method, Find the quadratic polynomial that fits the following

data :
X 1 2 3 4

y. 1 2 4 9




Orthogonal polynomials and least squares approximation
suppose  f eC[a, b]

and that polynomial of degree at most 1, P. is required that will minimize

[ [F0-P.F d

To determine a least squares approximating polynomial that is, a
polynomial to minimize expression (1) let

n
P(x)=a, x"+a,_, X" +---+a,Xx+a, :Zak x X
k=0

o 2
and define E(ao,al,-o-,an):jb {f(x)—z a, xk} dx

a k=0



The problem is to find real coefficients dg;-..-, Ay that

Will minimize E from the calculus of functions of several variables, a
necessary condition for the number a,,---,a,

to minimize E is that

0E

—=0 for J=01---,n
0a;

sin ce E:j: [fOOF dx—23 a, jb Xk f(x)o|x+jab {iak xk} dx

k=0

OE [ L
—:—ij‘f(x)dx+22ak_[x‘+"dx j=01:--,n
A k=0

oa .

J a



Hence |n order to find P ,the linear equations (n —|—1)

Zaij“kdx jxjf(x)dx .j=012,.
k=0 a
Must be solved for the (n+1) unknowns &, ]=01--

These equations are called the normal equations it can be shown that the
normal equations always have a unique solution provided

f eCla,b] and a=b

Example: Find the least — squares approximating polynomial of degree two for
the function T (X)=SIN7ZX  on the interval [0,1]

Solution:the normal equations for P2 (X) =d, + X -|-3.2X2

il ol 1 5 il ol
& | 1dx+a1.0xdx+azjox dx=_[O Sin 7z x dx

o] o] 1 1 .
a, | xdx+a, | x*dx+a,| x> dx=| xSin zxdx
0Jo Jo 2Jo 0

ol 1 1 1 )
a, | x> dx+a, | x’dx+a,| x*dx=[ x*Sinzxdx
0Jo 0 2Jo 0



Performing the integrations yields aq,+—a t+—-a, =—

2 4 T
la+ta il s
3" 4al 5 ° 7
Solving the equations together to obtain
127 °-120 720-607 °
a, = = ~ 050465 ,a, = L~ 412251
T T
2_
a, = 07 120 410051
7T

Consequently, the least squares polynomial approximation of degree two for
f(x)=Sinzx on[01] s
D, (X) =—4.12251x* + 4.12251x — 0.50465



Elgen values and eigenvectors:
The power method:

Let A be an NxN matrix with eigenvalues ﬂl, ﬂ,z, 7, ﬂ,N
such that‘ﬂ,l‘ >‘/12‘2 ‘/13‘ e > ‘ZN ‘

Assume that A has N linearly independent eigenvectors V;,V,,+,Vy

associated with each of these eigenvalues since {\/1’V21 -V }

: N
form a basis of R , We can express any given vector X(O) as

XU =@ v, +a,V, ++a v,
Where

O, 0,5,y are constants. Multiplying both
sides of the equation by A gives



Ax© =a, AV, +a, AV, +---+ay AV

=, ANV, +a, ANV, +-+ oy AyVy

Inductively, for any positive integer K:

ky(0) _ (k) k k
A XY =a, 4V o, AV, +--+ay AV

Since

A

N

-

k
A
2

.

A
i/ 1<1 for 1>2 then
‘ A

A x5 1€ o, v, asK — o

'




For any given vector x(o) we generate the sequence given by
x®) = Ax*Y for K =1,2,---

We can verify that X =AW %O for K =1,2,--- 1)
Thus x) - Aa, v, ask—o
Since the sequence in equation (1) converges to zero if M’l‘ <1 and diverges

if |4 -1

K
Equation (1) may not be a practical sequence to compute the X( )

dominant eigenvalue. X(k)

()

It is desirable to keep within computational limits by scaling

k
This can be done by dividing HX( ) . by its absolute largest
0
at each step. Let X be an initial guess. Then define

component which is denoted by



X _ A0 Then

7 (0) _ compute X
HX(O)
X
. x® : .
define 7 — and continue we obtain
Hx(l)
X [ (k)
7 (k) _ X
| X X -(2)
xt) = AW for k=01,

Since V,,V,,---,V, &®€ linearly independent eignvectors we express
Z(O) as Z% =PV + 0, Yy 4 By Vy

Where B, 3.+, By are constants, we compute

xY=Az% and Z(l)=x(1) (1) a
x




Similarly

k _(0) K : .
Z(k)= a Z ﬂl {,B1V +:82[12j Vo + +ﬂN(%j VN}

7 k) _ AV gﬁ . (4)

Cwz®
Multiplying equation (3) by A yields
y(k+1) _ A (k)
(K+1) k+1 ﬂ/ k+1
HAfl {ﬂlv+ﬂ2(ﬂ1j V2"‘"""ﬁ|\|[£j VN}
Ask —

k+1 ﬂl k+1 ﬂl V1 k
y! )_)“Ak pH %[A“Z(O) ]& ...... (5)




k+1 K
Using equation (4) in (5) we get X( ) —)ﬂ,l Z( )
for large K, we have  y(k+l) _ A 7(k) =, 7 (k)

Multiplying by (Z®)) t '
u |py|ng y ( ) we ge (Z(k)) (Az(k))
A= ;
(2%9) 2
Denoting ,
(k) (k)
A = (Z ) (,AZ ) for k=01--- (6
(21) 2
We have
A 2 ask — oo
|t follows that the convergence of Z(k) to scalar multiple of V;

Depends upon how fast the ratios



(4 /4,) fori=23,---,N go tozero.
we combin equ (2) and (6) to get

1) 2% = X%((k) |

2) X(k-l—l) .

A 7 (k)
(k) } y (k+2)
3) /lgkﬂ) D (Z | )1)( I(%(k))z(k)

then as k —>o, AXY 54

> (7) for k=01,......

and z") v,



